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Introduction

* Understanding performance of task-based code difficult due to additional concurrency of tasks

Case Study: Visualising the Task Graph of a Task-Based PDE Solver from ExaHyPE

* ExaHyPE: engine for solving first-order hyperbolic PDEs.

& myriad scheduling possibilities. * Uses adaptive spatial grids of Peano-4 to serialise domain cells along space-filling curve (SFC).
* Thread-centric analysis tools obscure underlying task-graph structure by showing particular May spawn OpenMP task on each cell.
scheduling of tasks onto threads. * Case study target: Solver from [1], using default and enclave task generation modes.
* Opportunity: portable performance analysis tool for measuring & visualising task graph * In a single time-step threads traverse partitions of the SFC to update the cells of the grid.
structure of task-based code. * Default: per-thread grid traversals mapped onto a set of synchronised OpenMP tasks.

* Case study reveals the task-based structure of a PDE solver produced with ExaHyPE & illustrates
performance bottlenecks identified in LLVM’s OpenMP implementation.

* Enclave: non-critical cell updates packaged in enclave tasks to allow overlap with
communication & reduce time-to-solution.
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Solution Overview

* Otter: event-driven, callback-based tool for tracing and visualising structure of parallel-for- &
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