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SYCL 2020: Khronos standard ready to support accelerators

Based on modern C++ / Decoupled from SYCL 1.2.1

OpenCL

float *sum = (float *)malloc( sizeof (float));
- float *data = (float *)malloc(N* sizeof (float));
Un|f|ed address Space const size_t tc =N/TEMS_PER_THREAD;
: const size_t itb =ITEMS_PER_THREAD*BS; KHRCSNOS
sycl::  malloc_host float *output = (float *)malloc( tc *sizeof (float)); ONOR
sycl::  malloc_device buffer<float, 1> buf (data, N);
sycl::  malloc_shared buffer<float, 1> ans (output, tc );
= g-submit |([&](handler &h) { ‘SYCL
auto buf acc = buf.get_access <access::mode::read>(h);
auto ans_acc = ans.get _access <access:mode::  discard_write >(h);
h.parallel_for <class Sumke(nd_range <1>( thread_count , BS),
. . . [F1( nd_item <1>it){ “55.
AtOmIC OpS On non -atomIC ObJeCtS const size_t st = it.get group (0)* itb+it.get_local_id (0); a
float Isum =0; s
sycl::  atomic_ref for( sizet i= st;i< sttitb ;i+= itget_local_range o) { oneAPI
= Isum += buf acc [i];
}
ans_acc [ it.get_global_id )] = Isum ;
- Dwalty () codeplay’
SUbgrOUpS (Slmllar tO CUDA Warp) auto ans_acc = ans.get_access <access::mode::read>();
. *sum = 0;
Subgroup and work group algorithms for (sizet i=0ii<  fei++){*sum+=  ans acc [I;) C ComputeCop

Any of , all of , non_of ,reduce, exclusive_scan ,
inclusive_scan , shift_left , shift_right , Select, permute SYCL 2020 h' SYCL
float* sum = malloc_shared <float>(1, q); &p/

float* data = malloc_shared <float>(N, q);
Reductions

sycl::reduction g.parallel_for (N, reduction(sum, std::plus<>()),
[=]( size_t i, auto& sum) {
sum += datali];
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Accelerating Choice with SYCL

Khronos Group Standard

A Open, standardsbased

A Multiarchitecture performance
A Freedom from vendor lockn
A Comparable performance to native CUDA on 0

Nvidia GPUs

A Extension of widely used C++ language 0

A Speed code migration via open source
SYCLomaticor IntePDPC++ Compatibility Tool

Architectures
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Relative Performance: NvidiaSYCL vs. NvidiaCUDA on Nvidia-A100

(CUDA =1.00)
(Higher is Better)
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= Nvidia CUDA = Nvidia SYCL

Cudasift

Acbench

Testing Date: Performance results are

based ontesting by Intel as of August 15, 2022 and may not reflect all publicly available updates.
Configuration Details and Workload Setup: Intel® Xeen® Platinum 8360Y CPU @ 2.4GHz, 2 socket, Hyper Thread On, Turbo On, 256GB Hynix DDR4-3200, ucode 0x000363. GPU: Nvidia AI00 PCle 80GB GPU memory. Softwar

e: SYCLopen

source/CLANG15.0.0, CUDA SDK 11.7 with NVIDIA-NVCC 117.64, cuMath 11.7, cuDNN 11.7, Ubuntu 22.04.1. SYCL open source/CLANG compiler switches: -fscyclHargets=nvptx64-nvidia-cuda, NVIDIA NVCC compiler switches: -O3 -gencode
arch=compute_80, code=sm_80. Represented workloads with Intel optimizations.

Performance results are based on testing as of dates shown in configurations and may not reflect all publicly available updates. See configuration disclosure for details. No product or component can be absolutely secure.

Performance varies

Intel | Nvidia | AMD CPU/GPU | RIS&/ | ARM Mali | PowerVR | Xilinx

by use, corf

figuration, an

d other factors. Leam more at www.Intel com/Performancelndex. Your costs and results may vary.

intel.


https://github.com/oneapi-src/SYCLomatic

Offload vs. Heterogeneous Computing

Heterogeneous computing — not just offload, but leveraging
CPUs & accelerators in the same application

Where are Tasks running?

o
E
-
)
(0 4

Heterogeneous
Computing

Heterogeneous Computing: Run sub-problems in

Offload: The CPU moves work to an accelerator and
parallel on the hardware best suited to them.

waits for the answer.
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Open-source software stack
Built with industry standard components
(CLANG, LLVM, SPIRV)

Intel LLVM oneAP| Open-Source Projects

An open community

github /oneAPI-TAB

Technical Advisory

Boards Global Support

An open specification

Building on other open standards

Implementations

Intel Products
Intel® oneAPI Toolkits

software.intel.c~om(
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https://www.oneapi.io/
https://www.oneapi.io/
https://www.intel.com/content/www/us/en/developer/tools/oneapi/toolkits.htm
https://www.intel.com/content/www/us/en/developer/tools/oneapi/toolkits.htm
https://github.com/intel/llvm
https://github.com/oneapi-src/
https://github.com/oneapi-src/oneAPI-tab
https://github.com/oneapi-src/oneAPI-tab

oneAPI enables crossplatform XPU programming

oneAPI open specification provides a standard programming
language, libraries, and hardware abstraction layer

Application Workloads Need Diverse Hardware

Programming challenges "
_ _ = z@f

for multiple architectures Esess 4
Vector Matrix Spatial

XPU-optimized Frameworks, Middleware, Libraries

Application Workloads Need Diverse Hardware

e e

Scalar Vector Spatial \E

PyTorch
Ny @1 &DET !|| omni-scil
* TensorFlow Z [l pandas

Languages Libraries

Middleware & Frameworks

MATH Al RENDERING DPC++ Compatibility Tool

DPC++/SYCL oneMKL oneDNN Embree GDB deb
IPP DAL Open Image Denoise ebugger
one Trace Analyzer & Collector

OpenSWR
C++ oneCCL Open VKL Inspector

Python
Fortran

CPU GPU FPGA OlIL?
accel.

programming programming programming )
model model model programming
models

PARALLELISM Advisor
oneTBB OpenMP VTune Profiler

oneDPL MPI Cluster Checker
(inc. Parallel STL)

Level Zero Low-Level Accelerator Interface

XPUs

intel.

Other accel.




oneAPI Libraries

Domain
oneDPL
Parallel Programming
oneTBB
oneDNN
Al & ML oneCCL
oneDAL
Math oneMKL
Video oneVPL
. Embree, VKL,
Ray Tracing OID, OSPRay

i Open Open

Description P P
Spec Source

Data Parallel C++ Library including Parallel STL Yes Yes
Threading Building Blocks Yes Yes
Deep Neural Networks Yes Yes
Collective Communications Yes Yes
Data Analytics and Machine learning Yes Yes
Math Kgrnels: linear algebra, FFT, random numger v Partial
generation
Video Processing: encode, decode, transcode Yes Yes
Geometric & Volgmetrlc Ray Tracing, Image Denolise, Yes Yes
Scalable Rendering

ETTgH Gi HgTi " eGJ1 eHijHI T i ['i'



Architectures supported

Developer Tools for Intel® Data Center GPU Flex Series Developer Tools for Intel® Data Center GPU Max Series

Multiarchitecture Acceleration for Media, Visual Inferencing & Cloud Workloads Build Multiarchitecture Applications with Breakthrough Performance for HPC & Al

Create Multiarchitecture Code Efficiently
‘with Code Migration Tools
ateasingle

Intel” Graphics Performance Analyzers

Intel” oneAP! Video Processing Library for

GPU, and GStreamer + FFmpegfor CPU speed ogiize vias computzand raphics werklosds on oy e
mediaprocessing, defvery and coud gaming CPUsandGPUs performance Bbraries (onclKL. Migrate CUDA
sreamng. Dbrayacive X M Exeors et S0t solrcecods|
. < accaaonarsiict Yo Lk e GPU o GRU o e res peceigh
I Iy e R Intel” OpenVINO™ toolkit, poviered by onaAPl communicationsto 5:>eeduoaoo4ma oS nningon e “ 5
41—"‘—, - > supports popular deep learming frameworks suchas mutiple GPUS. ﬁ,IMM op
TensorFlonandPyTorch tosireamline Alisusl bz R sk

iferencinganddeploy cuicdy

onsuming parts of GPU code. e
ety debugappications on
(GPU. Get actionable adhace to design code
t runs optimally on Intel GPUs.

Intel” Al Analytics Toolkit, posered by oneAPL

endtoendvith optirized DL &ML framenoris &
sl

Coming Soon - High-Performance, High-
Fidellty Ray Tracing & Rendering

parts of GPU code and! GPU offioad
schemaand data transfers for SYCL. OpenCL ‘oneDNNin' intel® oneAP) Base Tookki: uilizes
code, Microsoft DirectX", or OpenMP* offload ‘N&‘ XMX toac 635 rate Altraning/irference in deep Intel" fully ported to C++ with SYCL willt &e
ok learring framemorks. ackvan ray tracngunisany
memory capaity to delver ncreased)
Derfoance acoss e

e toottoonedoyonchPL.
Py e s

ment.
Bothtodls suppon popur deep esming e
suchas TensorFlowand Py Torch for
Tookinthe e Al Archks Tooki s corg oon

Intel" Denoise
deherngh -"; fidlity,hich performance denosing
P Al imizaion

intel. intel. =
oneAPI for NVIDIA and AMD GPUs oneAPI for NVIDIA GPUs
Free and Open Source Paid Priority Support
Adds support for NVIDIA and Goe//SYCL™ Source Code = Download free plugin from = Raise support issues direct to
AMD GPUs to the Intel oneAPI - TP Codeplay website Codeplay engineers
Base Toolkit. .
. = Code is open source = Escalate defect reports
Develop code using SYCL and o L Compatibility
run on NVIDIA and AMD GPUS DHEAPI(;;!UI:VIDIA?J HHEAPH:‘;';;'\;IDGPUS
Download free plugins from developer.codeplay.com CUDA SDK >=11.7
GPUs with at least sm_50
intel.

intel. =

intel.



IntelPoneAPI Toolkits

IntelPoneAPI
Base Toolkit

Add-on

Domain-specific
Toolkits

Toolkits
powered by
oneAPI

Latest version available 2023

A core set of highperformance libraries and tools for
building C++, SYCL, C/OpenMP, and Python applications

el For HPC
1 s developers

oneAPI

For Edge & loT intel For visual creators,
developers 1 souogmwe scientists, and
engineers

oneAPI

Intef®oneAPI Tools forHPC IntelPoneAPI Tools forloT IntelPoneAPI Rendering Toolkit
Deliver fast Fortran, OpenMP Build efficient, reliable solutions Create performant, highfidelity
GBI e it T sl PD<P~ NRJ™ <P~ J @PTKNG e @iSu@2atb@applications
intel For Al developers and data scientists @ enVIN©~ For deep learning
IntelPAl Analytics Toolkit p inference developers
Al Accelerate machine learning & data £ .
s AL science pipelines endto-end with Intel®0p_enVINO tOOIKlt o
optimized DL & ML frameworks & high Deploy high performance inference & applications from
performing Python libraries edge to cloud

Download atintel.com/oneAPI
Or run tools in thelntel®Developer Cloud

intel.
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https://www.intel.com/content/www/us/en/developer/tools/oneapi/overview.html#gs.iicfss
https://devcloud.intel.com/oneapi/

IntefPone APl and Al Tools 20231 Highlights

Optimized, Standards-based Support for Powerful New Architectures

OLPEI

EW@?Y ORLLKNPY

portfolio of CPU and GPU architectures

intel.

XeON

MAX SERIES

FLEX SERIES

DATA CEMTER

GPU

MAX SERIES

4th Gen Intel® Xeon® Scalable Processors
with Intel® Advanced Matrix Extensions,
Quick assist Technology, Intel® AVVE12,
bfloat16, and more builh accelerators

Intel® Xeon® Max Series CPWgh high
bandwidth memory

Intel® Data Center GPUs)cluding Flex
Series with hardware AV1 encode and Max
Series with datatype flexibility, Intel® Matrix
Extensions, vector engine, X{ink, and other
features

/

L K N Y Qonilet-BeSPECLRSUppdkt] E J

Intel® oneAPI DPC++/C++ Compilerproves CPU and GPU
offload performance and broadens SYCL language support
for improved code portability and productivity

Intel® oneAPI DPC++ Libra¢gneDPL) expands support of
the C++ standard library in SYCL kernels with additional hed
and sorting algorithms and adds the ability to use OpenMP
for threadlevel parallelism.

Intel® DPC++ Compatibility To@llased on the open source
SYCLomatic project) improves migration of CUDA library
APIs, including those for runtime and driveiyBLAS, and
CuDNN.

Intel® Fortran Compiléemplementscoarrays, eliminating the
need for external APIs such as MPI or OpenMP, expands
OpenMP 5.x offloading features, adds DO CONCURRENT
GPU offload, and improves optimizations for sourtevel
debugging.

C

o

¥ Performance Libraries

Intel® oneAPI Math Kernel Librairycreases CUDA library
function API compatibility coverage for BLAS and FFT; for
4™ Gen Xeon, leverages Intel® XMX to optimize matrix
multiply computations for TF32, FP16, BF16, and INT8 datg
types; and provides interfaces for SYCL and C/Fortran
OpenMP offload programming.

Intel® oneAPI Threading Building Blocksiproves support
and use of the latest C++ standard for parallel_sort, offers gn
improved synchronization mechanism to reduce contention
when multiple task_arena calls are used concurrently, and

adds support for Microsoft Visual Studio 2022 and Windows
Server 2022.

Intel® oneAPI Video Processing Librasgpports the

EJ?ROPNVeO”" KIHV" D<N?T<N@ T1°

GPU Flex Series and Intel® Afc processors; expands OS
support for RHEL9, CentOS, Stream 9, SLES15Sp4, and
Rocky 9 Linux; and adds parallel encoding feature to
sample_multi_transcode.

New & enhanced features announced December 2022. For full details; Ch HG 1

| Jij 6hGijel eAK intel.
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https://www.intel.com/content/www/us/en/developer/articles/news/oneapi-news-updates.html#gs.jkqoer
https://software.intel.com/content/www/us/en/develop/tools/oneapi/components/onemkl.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/onetbb.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/onevpl.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/dpc-compiler.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/dpc-library.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/dpc-compatibility-tool.html
https://software.intel.com/content/www/us/en/develop/tools/oneapi/components/fortran-compiler.html

IntefPone APl and Al Tools 20231 Highlights

Optimized, Standards-based Support for Powerful New Architectures

Analysis & Debug

Intel® VTuné Profilerenables ability to identify MPI

imbalance issues via its Application Performance Snapshot

feature; delivers visibility into Xe Link crosard traffic for
utilization, bandwidth consumption, and other issues; and

adds support for 4 Gen Intel® Xeon® Scalable Processors

Intel® Data Center GPU Max Series, and 13th Gen Intel®
CoreE processors.

Intel® Advisoadds automated roofline analysis for Data
Center GPU MAX Series to identify and prioritize memory,

cache, or compute bottlenecks and understand their causes

and delivers actionable recommendations for optimizing
data-transfer reuse costs of CPWo-GPU offloading.

Al & Analytics

Intel® Al Analytics Toolk@ian now be run natively on
Windows with full parity to Linux except for distributed
training (GPU support is coming in Q1 2023).

Intel® oneAPI Deep Neural Network Libraryther
supports delivery of superior CNN performance by
enabling advanced features in 4th Gen Xeon CPUs
including Intel AMX, AVX512, VNNI, and bfloat16.

Intel® Distribution d¥lodinintegrates with new
heterogeneous data kernels (HDK) solution in the back
end, enabling Al solution scale from leaompute
resources to large or distributedcomputed resources.

Beta additions fointel® Distribution for Pythomclude
compute-follows-data model extension to GPU, data
exchange between libraries and frameworks, and data
parallel extensions for NumPy arldumba packages.

Rendering & Visual Computing

Intel® oneAPI| Rendering Toolkiticludes the Intel®

Implicit SPMD Program Compiler runtime library for fast
SIMD performance on CPUs.

Intel® Open Volume Kernel Libraigcreases memory

layout efficiency for VDB volumes and adds an AVX12
8-wide CPU device mode for increased workload
performance.

Intel@OSPRayand IntelROSPRayStudio add features for
multi-segment deformation motion blur for mesh
geometry, primitive, and objects; faeearying attributes

for mesh and subdivision geometry; new light capabilities
such as photometric light types; and instance ID buffers
to create segmentation images for Al training.

New & enhanced features announced December 2022. For full details: Ch HG1

| Jij 6hGijel eAK intel.
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https://software.intel.com/content/www/us/en/develop/tools/oneapi/components/vtune-profiler.html
https://software.intel.com/content/www/us/en/develop/tools/oneapi/components/advisor.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/ai-analytics-toolkit.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/onednn.html
https://github.com/modin-project/modin
https://www.intel.com/content/www/us/en/developer/tools/oneapi/distribution-for-python.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/rendering-toolkit.html
https://www.openvkl.org/
https://www.ospray.org/
https://www.ospray.org/ospray_studio/
https://www.intel.com/content/www/us/en/developer/articles/news/oneapi-news-updates.html#gs.jkqoer

oneAPI: A Bridge to Our Heterogeneous/Distributed Future

My vision for how we bring oneAPI into a future dominated by powetimized heterogenous chips
organized into distributed systems:

Research

Machine Programming
Radical portability across distributed systems

The key to making this
Distributed Data Structures work? The programmer
Collection of distributed data containers for common core structures is in control and

chooses the level of
abstraction based on
the programming task.

Partitioned Global Address Space
OpenSHMEMor MPI 3 onesided communication

oneAPIlLanguages
SYCL, OpenMP, TBB + common higlevel APIs

Foundation of
solid oneAPI
engineering

© INTEL CORPORATION ) . . . 12
Slide credit : Joe Curley & Tim Mattson |nte| 12



conclusion

A The present and future of computing is heterogeneous
A oneAPI proposes an open specification for programming heterogenous systems
A Results demonstrate the promise of multi -architecture, multi -vendor oneAP]

A Future opportunities : continued ease of development, multi -architecture,
distributed, disaggregated

A Call to action: Interested? Join the community at oneapi.io

© INTEL CORPORATION Slide credit : Joe Curley & Tim Mattson intel 13



Developer Tools for IntélData Center GPU Flex Series

Multiarchitecture A cceleration for Media, Visual Inferencing & Cloud Workloads

Intel®Graphics Performance Analyzers
optimize visual compute and graphics workloads on
CPUs and GPUs .

Intel®oneAPI Video Processing Library for
GPU, and GStreamer + FFmpeg for CPU speed
media processing, deliverand cloud gaming
streaming.

Intel®OpenVINO E toolkit, powered by oneAPI,
supports popular deep learning frameworks such as
TensorFlow andPyTorch to streamline Al visual
inferencing and deploy quickly.

Intel®oneAP| DPC++/C++Compiler &

oneVPL ,both part of thelntel® oneAPI Base
Toolkit, scale Al visual inference workloads up to
150 TOPS INT8 between CPU and GPU with the
same code.

Intel®Al Analytics Toolkit, powered by oneAPI,
acceleratesmachine learning & data science pipelines
end-to-end with optimized DL & ML frameworks &
high-performing Python libraries

Intel®VTune tProfiler analyzesapplication
performance and accelerates computéntensive
tasks by identifying the most timeonsuming
parts of GPU code and optimizing GPU offload
schema and data transfers for SYCL, OpenCL
code, Microsoft DirectX*, or OpenMP* offload
code.

intel. =


https://www.intel.com/content/www/us/en/developer/tools/oneapi/dpc-compiler.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/onevpl.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/base-toolkit.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/vtune-profiler.html
https://www.intel.com/content/www/us/en/developer/tools/graphics-performance-analyzers/overview.html

Developer Tools for IntélDataCenter GPU Max Series

Build Multiarchitecture Applications with Breakthrough Performance for HPC & Al

Accelerate HPC

oneAPI DPC++/C++and Fortran compilers and
performance libraries (oneMKL, oneDNN, Intel® MPI
Library) activate X® Matrix Extensionslfite®XMX) for
acceleration and IntélXe Link for direct GPUto-GPU
communications to speed up applications running on
multiple GPUs.

Analysis and debug tools help developers analyze and
accelerate computeintensive tasks by identifying the
most timeconsuming parts of GPU code, ensure
correctness and efficiently debug applications on
discrete GPUs. Get actionable advice to design code
that runs optimally on Intel GPUs.

Boost Al & Deep Learning Inference

oneDNN in the Intel® oneAPI Base Toolki utilizes
Intel XMX to accelerate Al training/inference in deep
learning frameworks.

Intel® OpenVINO| toolkit powered by oneAPI.
streamlines Al visual inferencing and accelerates
deployment.

Both tools support popular deep learning frameworks
such as TensorFlow andPyTorch. GPU support for
tools in the Intel® Al Analytics Toolkit is coming soon.

Create Multiarchitecture Code Efficiently
with Code Migration Tools

Migrate CUDA code to SYCL to create a single
source code base for easy portability across multiple
S@J? KNOe "~ <-MduditgRn@VRORI¢r@OGPU.

The Intel® DPC++ Compatibility Toolbased on open
source SYCLomatic, automates most of the process.
Save significant time on ongoing code maintenance.

Coming Soon u High-Performance, High-

Fidelity Ray Tracing & Rendering

Intel®Embree, fully ported to C++ with SYCL will take
advantage of hardware ray tracing units and expanded
memory capacity to deliver increased rendering
performance across larger datasets.

Intel®Open Image Denoisewillleverage Intel XMX
delivering high fidelity, higiperformance denoising
capabilities and Al optimization.

intel.
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